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Figure 3.13 Distributed system.

3.12.6.1 Advantages of a “Shared Nothing Architecture”

1. Fault Isolation: A “Shared Nothing Architecture” provides the benefit of isolating fault. A fault in 2
single node is contained and confined to that node exclusively and exposed only through messages (or
lack of it).

2. Scalability: Assume that the disk is a shared resource. It implies that the controller and the disk band-
width are also shared. Synchronization will have to be implemented to maintain a consistent shared
state. This would mean that different nodes will have to take turns to access the critical data. This
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imposes a limit on how many nodes can be added to the distributed shared disk system, thus compro-
_mising on scalability. , '
/“/ | . . \ ¢
3.12.7 CAP Theorem Explained

~ The CAP theorem is also called the Brewer’s Theorem. It states that in a distributed computing environment
(a collection of interconnected nodes that share data), it is impossible to provide the following guarantees.
Refer Figure 3.14. At best you can have two of the following three — one must be sacrificed.

1. Consistency
2. Availability
3. Partition tolerance

3.12.7.1 CAP Theorem

Let us spend some time understanding the earlier mentioned terms.

1. Consistency implies that every read fetches the last write.

2. Availability implies that reads and writes always succeed. In other words, each non-failing node will
return a response in a reasonable amount of time.

3. Partition tolerance implies that the system will W__@g&_y@:m network partition occurs.

Let us try to understand this using a real-life situation.

You work for a training institute, “XYZ.” The institute has 50 instructors including you. All of you report
to a training coordinator. At the end of the month, all the instructors together with the training coordina-
tor peruse through the training requests received from the various corporate houses and prepare a training
schedule for each instructor. These training schedules (one for each instructor) are shared with “Amey,” the
office administrator. Each morning, you either call the office helpdesk (essentially Amey’s desk) or check
in-person with Amey for your schedule for the day. In case a training request has been cancelled or updated
(updates can be in the form of change in course, change in duration, change of the training timings, etc.),
Amey is informed of the updates and the schedules are subsequently updated by him. '

Things were good until now. Few corporate houses were your clients and the schedules of each instructor
could be smoothly managed without any major hiccups. But your training institute has been implement-
ing promotion campaigns to expand the business. As a result of advertising in the media and word of
mouth publicity by your existing clients, you suddenly see an upsurge in training requests from existing and
new clients. In consequence of that, more instructors have been recruited. Few trainers/consultants have
also been roped in from other training institutes to help tackle the load. o o )
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Figure 3.14 Brewer's CAP.
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Now when you go to Amey to check your schedule or call in at the helpdesk, you are prepared for a wait
in the queue. Looking at the current state of affairs, the training coordinator decides to recruit an additional
office administrator “Joey.” The helpdesk number will remain the same and will be shared by both the office
administrators.

This arrangement works well for a couple of days. Then one day...
You: Hey Amey!
Amey: Hi! How can [ help?
You: 1 think I am scheduled to anchor 4 training at 3:00 pm today. Can I please have the details?

Amey: Sure! Just a minute.

Amey browses through the file where he maintains the schedules. He does not see 2 training scheduled against
your name at 3:00 pm today and responds back, “You do not have any training to conduct at 3:00 pm.

You: How is that possible? The training coordinator called up yesterday evening to inform of the same and
said he has updated the office administrators of the same. :

Amey: Oh! Did he say which office administrator? It could have been Joey. Please check with Joey.

Amey: Hey Joey! Please check the schedule for Paul here... Do you see something scheduled at 3:00 pm
today? ,
Joey: Sure enough! He is anchoring the training for client “Z” today at 3:00 pm.

A clear case of inconsistent system!!! The updates in the schedule were shared by the training coordinator
with Joey and you were checking for your schedule with Amey. ‘

You share this incident with the training coordinator and that gets him thinking. The issue has to be
addressed immediately otherwise it will be difficult to avoid a chaotic situation. He comes up with a plan
and shares it with both the office administrators the following day.

Training Coordinator: Folks, each time that either an instructor or me calls any one of you to update a
schedule, make sure that both of you update it in your respective files. This way the instructor will always
get the most recent and consistent information irrespective of whom amongst the two of you he/she
speaks to.

Joey: But that could mean a delay in answering either a phone call or sharing the schedule with the instructor
waiting in queue.
Training Coordinator: Yes, | understand. But there is no way that we can give incorrect information.

Amey: There is this other problem as well. Suppose one of us is on leave on a particular day. That would

mean that we cannot take any update related calls as we will not be able to simultaneously update both the
files (my file and Joey’s).

Training Coordinator: Well, good point! That’s the availability problem!!! Buc 1 have thought about that as
well. Here is the plan:

>

2. ln case the other person is not available, ensure that you inform him of all the updates to all schedules
via email. It is a must!!!

3. When the other person resumes duty, the first thing he will do is update his file with
all schedules that he has received via email. ’ J e vithiall the updares to
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Wow!!! That is sure a Consistent and Available system!!!

Looks like everything is in conttol. Wait a minute! There is a tiff that has taken place between the office
administrators. The two are pretty much available but are not talking to each other which, in other words,
means that the updates are not flowing from one to the other. We have t0 be partition tolerant!!! As a train-
ing coordinator, you instruct them saying that none of you are taking any calls requesting for schedules or
updates to schedules till you' patch up. This implies that the system is partition tolerant but not available at
that time. ;

In summary, one can at most decide to go with two of the three.

1. Consistent: The instructors or the training coordinator, once they have updated information with
you, will always get the most updated information when they call subsequently. :

2. Availability: The instructors or the training coordinators will always get the schedule if any or both of
the office administrators have reported to work.

3. Partition Tolerance: Work will go on as usual even if there is communication loss between the office
administrators owing to a spat or a tiff! ‘

When to choose consistency over availability and vice-versa...

1. Choose availability over consistency when your business requirements allow some flexibility around
when the data in the system synchronizes.

2. Choose consistency over availability when your business requirements demand atomic reads and
writes.

Examples of databases that follow one of the possible three combinations:

1. Availability and Partition Tolerance (AP) ° G -
2. Consistency and Partition Tolerance (CP) A L R
3. Consistency and Availability (CA) P et dauo Aol e rBune o,

Refer Figure 3.15 to get a glimpse of databases that adhere to two of the three characteristics of CAP theorem.

A Is available/accessible/
operational at all times

AP Riak, Cassandra, CouchDB,
Dynamo like systems

Traditional RDBMS
PostgreSQL, MySQL,

etc.
C cP P ‘
Commits are atomic HBase System responds incorrectly
across the entire MongoDB only when there is a total
distributed systems Redis network failure
MemcacheDB

BigTable like systems

Figure 3.15 Databases and CAP.
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ven data item. If no new updates are made to this given data item for a stipulated period of
1ally all accesses to this data item will return the updated value. In other words, if no new
made to a given data item for a stipulated period of time, all updates that were made in the

t applied to this given data item and the several replicas of it will percolate to this data item
ys as current/recent as is possible.

lica convergence?

2t has achieved eventual consistency is said to have converged or achieved replica convergence.

olution: How is the conflict resolved?

pair: If the read leads to discrepancy or inconsistency, a correction is initiated. It slows down
_operation.

epair: If the write leads to discrepancy or inconsistency, a correction is initiated. This will
. write operation to slow down.

ronous repair: Here, the correction is not part of a read or write operation.

/ TOP ANALYTICS TOOLS

arth of analytical tools in the market. Please find below our list of few top analytics tools.
rovided the links after each tool for you to explore more...

l \
Jpport.ofﬁce.microsoﬁ.com/ en-in/article/ Whats-new-in-Excel-2013-1cbc42cd-bfaf-43d7-

88¢f1392fd?Correlationld=1a2171cc-191f-47de-8a55-08a5f2e9c739 &ui=en-US&rs=en-
IN

ww.sas.com/en_us/home.html

S Modeler
aw-01.ibm.com/software/analytics/spss/products/modeler/
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5. Salford systems (World Programming Systems)

3.14.1 Opén Source Analytics Tools

( Let us look at a cou

ttp://www.salford-systems,com/

. WPS

htep://www.teamwpc.co.uk/ Products/ wps

ple of open source analytics tools. We have also provided the links after each tool for you

to explore more...

@ R analytics

http://www.revolutionanalytics .com/

2./ Weka

http://www.cs.waikato.ac.nz/ ml/weka/

REMIND ME

CONNECT ME (INTERNET RESOURCES)

Quite a few data analytics and visualization tools are available in the market ‘today from leading |
vendors such as IBM, Tableau, SAS, R Analytics, Statistica, World Programming Systems (WPS),

etc. to help process and analyze your big dara. :
Big dara analytics is a about 2 tight handshake between three communities: I'T, business users, and

data scientists. .
Data science is the science of extracting knowledge from data.
The CAP theorem is also calléd the Brewer’s Theorem. It states that in a distributed computing

ollection of interconnected nodes that share data), it is impossible to provide the

environment (a
two of the following three — one must be sacrificed.

following guarantees. At best you can have
= Consistency

= Availability

= Partition tolerance

o S R A

-

heep:// en.wikipedia.org/wiki/Data_science
hetp://simplystatistics.org/ 2013/12/12/the-key-word-in-data-science-is-not-data-it-is-science/

heep:/ /www.oralytics.com/201 2/06/data-science-is-multidisciplinary.html

heep://spotfire.tibco.com/blog/? p=4240
heep:// reports.informationweek.com/abstract/ 106/1255/Financial/tech-center-taking-advantage-

of-in-memory-analytics.html

i 1" 0, 00l  RYTATRPION PRENLAY P 1 1 1
L ram/cnfrware/information-management/oracle-analytics-package-



Big Data and Analytics

. Ss' .
J under two important technologies:

andscape can be majorly studie

The big data technology |

1. NoSQL
2. Hadoop

4.1 NoSQL (NOT ONLY saL)
’- 1998 to name his lightweight, OPM
oduced by M

The term NoSQL was first coined byl .
the standard SQ siterface. The term Was reintr

database that did not expose
re4.1. NoSQL

to store social

4.1.1 Where is it Used?

widely used in big data
ck log data which can
data which cannot be store

cations. Refer Figu
Likewise it is used
RDBMS.

and other real-time web appli
then be pulled for analysis.

NoSQL databases are
d and analyzed comfortably in

databases is used to sto
media data and all such
4.1.2 Whatis it?
NoSQL stands for Not Only SQL. These are non-relational, open source, distributed databases. They are
hugely popular today owing to their ability to scale out of scale horizontally and the adeptness at dealing
with a rich variety of data: structured, sqni—strucrurcd and unstrucnir_fgvg&gg. Refer Figure 4.2 for additional
features of NoSQL. e ‘ ‘
1. NoSQL databases are non-relational: They do not adhere to relational data model. In fact, they are
either kgx—value pairs or dgggm@tﬂgﬁgﬂ or gglﬁqggg;oricntgiwgph—/basgé gagbﬁg_
" Distributed: They are distributed meanin the data is diSt}'iqu{th across several pwcon—

stituted of low=cost commuodity hardware.

e w1 AT

Where 1o use NoSOL?

o multi-document transactions

o oy o

Relaxes one or more ACID properties

Figure 4.2 What is NoSQL?
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3. No support for ACID properties (Atomicity, Consistency, Isolation, and Dur;bility): They do not
offer support for ACID properties of transactions. On the contrary, they have adherence to Brewer's
C£ (Consx.stency, Availability, and Partition tolerance) theorem and are often seen compromising on

. ;mz;t:‘r;cy in favor of availability and partition tolerance/

: > ; bml—yt:)b:; :‘;l:;ﬁ I\FI%S;QI& slatabases Zre bc;_coming increasing popular owing to their support for
2t the e of worage y do not mandate for the data to strictly adhere to any schema structure

4.1.3 Types of NoSQL Databases
We ha.ve already stated that NoSQL databases are non-relational. They can be broadly classified into the
following: -
1. Key-value or the big hash table..s/
2. Schema-less. .~
Refer Figure 4.3. Let us take a closer look at key-value and few other types of schema-less databases:
1. Key-value: It maintai i b };s and values. For example, Dynamo, Rﬁiﬁ, Riak, etc.

e e £
e

Sample Key-Vialue Pair in Key-Value Databas

Key Value
First Name Simmonds
Last Name David

M ..........................................

o
d of documents. For example, MongoDB,
(-ﬂ.

2. Document: It maintains data in collections constitute

Apache CouchDB, Couchbase, MarkLogic, etc.
Sample Document in Document Database

{
“Book Name”:  “Fundamentals of Business Analytics”,
“Publisher”: “Wiley India”, - O =
“Year of Publication”: “20117 /‘\
J rees= | HT&
r example: Cassandra, HbBase, etc.

3. Column: Each storage block has data from only one column. Fo

o A PR e 3 03

the ; - S_;ih_émé;!ess |
‘hash table _Cassandra (Column-based). ¢
* Amazon $3 (Dynamo) | CouchDB (Document-based) - g
Sealaris o= 2his Neo4 (Graph-based) S H
: =8 a5 HBase (Column-based)

Figure 4.3 Types of NoSQL databases.
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o
h stores dara in nodes. For example, Neo4j,

4, Grapl(‘They are also called network database. A grap

HyperGraphDB, etc.
Sample Graph in Graph Dazabase

Label: knows since 2902/

T

Label: is member since 2003

\}ér Table 4.1 for popular schema-less databases.

4.1.4 Why NoSQL?

architecture instead of the monolithic architecture g_'f relational databases.

d, and unstructured data.

-defined schema. In other
faster development, easy

1. It has scale out
2. At can house large volumes of structured, semi-structure
. Dynamic schema: NoSQL database allows insertion of dara without a pre
words, it facilitates atggﬂlcgliongcha&gﬁs.innxcalﬂtim@, which thus supports

. code integration, and requires less database administration.—-
uto-shar It auto;r}ag';gaily,sp,rcads. dara across an arbirragy number of seryers. The application

. B} o -
in question is more often not even aware of the composition of the server pool. It balances the load

ofdata and query on the available servers; and if and when a server goes down, iz is quickly replaced

without any major activity disruptians.
5. Replication: It offers good support for replication which in turn guarantees high availability, fault
tolerance, and disaster recovery.
e __",_,..4'-—‘—-‘-’-"*’»"

4.1.5 Advantages of NoSQOL
Ler us enumerate the advantages of NoSQL. Refer Figure 4.4.
1. Can easily scale up and down: NoSQL database supports scaling rapidly and elastically and even

allows to scale to the Clo\ly
Table 4.1 Popular schema-less databases

Key-Value Data Store Column-Oriented Data Store Document Datp Store Graph Data Store

V4 s InfiniteGraph’

& Riak o Cassandray(/ ° MongoDB/
o Neo4j v

» Redis o HBase ™ s CouchDB
o Membase o HyperTableJ/ » RavenDB \/ » AllegroGraph




the composition of the server poo

Figure 4.4 Advantages of NoSQL.

\ﬁ Cluster scale: It allows distribution of database across 100+ nades often in multiple data centers.

Performance scale: It sustains over 10
: 0,000+ darabase reads and writes per second.
Data scale: It supports housing of 1 billion+ documents in the %;tabase.P ”
2 ' requi oSt
;t)l;:snt reqfllure a pre-defined scht.ema: NoSQL does not require any adherence to pre-defined schema.
N pretty exible. ffor example, if we look at MongoDB, the documents (equivalent of records in
BMS) in a collection (equivalent of table in RDBMS) can have different sets of key-value pairs.

{_id: 101,“BookName”: “Fundamentals of business analytics”, “AuthorName”: “Seema Acharya’,

“Publisher”: “Wiley India”}

{_id:102, “BookName”:"Big Data and Analytics’}

3. Cheap, easy to implement: Deploying NoSQL properly allows for all of the benefits of scale, high
ayailability, fault tolerance, etc. while also lowering operational costs. -

~Relaxes the data consistency requirement: NoSQL databases have adherence to CAP theorem

of the NoSQL databases compromise on con-

(Consistency, Availability, and Partition Tolerance). Most
they do go for eventual consistency.

sistency in favor of availability and partition tolerance. However,
ed to multiple nodes and can be partitioned: There are two terms that we will

5. Data can be replicat
discuss here:

(a) Sharding: Sharding i

NoSQL databases support au

_ data across an arbitrary numbe

a are distributed across multiple servers.
ey can natively and automatically spread
he application to even be aware of

1. Servers can be added or removed from the data layer without
mean that data and query load are automatically balanced
it can be quickly and transparently replaced with no

s when different pieces of dat
to-sharding meaning th
¢ of servers, without requiring t

time. This would

application down
when a server goes down,

across servers, and
application disruption. .
(b) Replication: Replication is when multiple copies of data are store
centers. This promises high availability and fault tol“erar{cc.

d across the cluster and even

across data
——— AR
4.1.6 What We Miss With NoSQL?
is also
bl ounter the problem of scale (NoSQL scales out). There is
R : e few features of conventional RDBMS that

With NoSQL around, we have
hema design. Fowever there ar

the flexibility with respect to sC
are greatly missed. Refer Figure 4.5.
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applications that support SQL ¢

Figure 4.5 What we miss with NoSQL?

)mS/ClI.. does not support joins. However, it compensates for it by allowing embedded documents as in
MongaDB-t does not have provision for ACID properties of transactions. Fowever, it mic
Brewer's CAP thegrem. NoSQL does not have a standard SQL interface but NoSQL databases such as
MongoDB and Cassandra have their own rich query language [MongoDB query language and Cassandra

query language (CQL)] to compensate for the lack of it. One thing which is dearly missed is the easy inte-
gration with other applications that support SQL.

4.1.7 Use of NoSQL in Industry

NoSQL is being put to use in varied industries. They are used to support analysis for applications such as

web user data analysis, log analysis, sensor feed analysis, making recommendations for upsell and cross-sell,
etc. Refer Figure 4.6.

i
| AT
Key-Value Pairs \©7_~
Shopping carts
web user data
analysis (Amazon, 04
Linkedin) " A
- g s a e
£.0° e
Graph-based Column-oriented \ =\ (5
Network modeling, Analyze huge web
recommendation, user actions
Walmart — upsell, sensor feeds
cross-sell (Facebook, Twitter),
eBay, Netflix

Docu

Real-time
analytics, logging,
document archive
management

Figure 4.6 Use of NoSQL in industry.

—_—-—
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4.1.8 NoSQL Vendors
Refer Table 4.2 for few popular NoSQL vendors.

4.1.9 SQL versus NoSQL ,
Refer Table 4.3 for few:salient differences between SQL and NoSQL.

)
‘4».2 Few popular NoSQL vendors

Company Product
Amazon DynamoDB ‘LinkedIn, Mozilla |
Facebook Cassandra Netfhx Twltter, eBay
O BT i Aot hotostop |
\/4 4.3 SQL versus NoSQL
SQL .................................................................. NoSQL ...............................................................
Relational database Non-relational, distributed database
Relational model Model-less approach
Pre-defined schema Dynamic schema for unstructured data
Document-based or graph-based or wide column sto;e

Table based databases
or key-value pairs databases
u‘
i “Horizontally scalable-(by creating a cluster of ¥ =

Vertically scalable (by increasing system resources)
commodity machines)
Uses UnQL (Unstructured Query Language)

Uses SQL
Not preferred for large datasets Largely preferred for large datasets
Not a best fit for hierarchical data Best fit for hierarchical storage as it follows the key-
= “value pair of storing data similar to JSON (Java Script
Object Notation)

* Follows Brewer's CAP theorem

Excellent support from vendors Relies heavily on community support 1
i
Supports complex querying and data keeping needs  Does not have good support for complex querying "

Emphasis on ACID properties

Few support strong consistency (e.g., MongoDB), few

Can be configured for strong consistency
others can be configured for eventual consistency

(e.g., Cassandra)
MongoDB, HBase, Cassandra, Redis, Neo4j, CouchDB,

Couchbase, Riak, etc.

Examples: Oracle, DB2, MySQL, MS SQL, PostgreSQL,
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Figure 4.7 Characteristics of NewSQL.

VAA 0 NewSQL

There is yet another new term doing the ro

from SQL and NoSQL?
What is that we love gb}oy;_NoS

SQLd

QL and is not there with our
lo@ﬁ__%@Nww&@u guesse

rformance of NoSQL systems for On J_._.igilrgmacdqnlmcm& (OLTP) while still

oF a traditional database. Thig new modern RDBMS is called NewSQL.

the same scalable pe
maintaining the ACID guarantees
It supports relational dara nodel and uses SQL as their primary interface.

ha

“An architectu fé that provides higherp I
“perfarmance Vis-a-vis traditional RDBMS J

s e

% 2l =7

. Seala out, shared nothing architecture

e

B

o o Yo
ey control mechanism so

" Non-lockirig concurrer
“Uthat real time reads will not contlict with writes

what is NewSQL and how is it different

/,LtaduwaaLRDBMS_gnd what is that we |
d it right!!! We need a database that has ’

unds - “NewSQL". So,

4.1

4.1.10.1 Characteristics of NewSQL

Refer Figure 4.7 to learn about the characteristics 0
architecture with a SQL interface for application interaction.

f NewSQL. NewSQL is based on the shared nothing

11 Comparison of SQL, NoSQL, and NewSQL
4.4 for a comparative study of SQL, NoSQL and NewSQL.

Scalability

Distributed Computing
Community Support

.........................................

Vertical Scaling —

Yes

Refer Table
Table 4.4 Comparative study of SQL, NoSQL, and NewSQL
.................................................. .‘F...........'...........................................................-..........
saL NoSQL NewSQL
Adherence to ACID properties Yes No Yes
OLTP/OLAP Yes No Yes
Schema rigidity Yes No Maybe
ﬂ@_r_eqc_e‘t_o“data model Adherence to relational model
Data Format Flexibility No Yes Maybe
S L
Scale up Scale out Scale out
Horizontal Scaling ~~ =

Yes Yes .
.................. @ ),}ley growing

M
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4.2

Figure 4.8 Hadoop.

HADOOP

Hadoop is an open-source project of the Apache foundation. It is a framework written in Java, originally
developed by Doug Cutting in 2005 who named it after his son’s toy elephant. He was working with Yahoo

then.

It was created to support distribution for “Nutch”, the text search engine. Hadoop uses Google's

MapReduce and Google File System technologies as its foundation. Hadoop is now a core part of the com-
puting infrastructure for companies such as Yahoo, Facebook, LinkedIn and Twitter, etc. Refer Figure 4.8.

4.2.1 Features of Hadoop

Let us cite a few features of Hadoop:

1.

/

It is optimized to handle massive quantities of structured, semi-structured, and unstructured data,
using commodity hardware, that is, relatively inexpensive compurers.

Hadoop has a shared nothing architecture. .

It replicates its data across multiple computers so that if one goes down, the dara can still be processed
from another machine that stores its replica.

Hadoop is for high throughput rather than low latency. It is a batch operation handling massive quan-
tities of data; therefore the response time is not immediate... - -
Im:mcns On-Line Transaction Processing (OLTP) and On-Line Analytical Processing (OLAP).
However, it is not a replacement for a relational darabase management system.

It is NOT good when work cannot be parallelized or when there are dependencies within the data.
It is NOT good for processing small files. It works best with huge data files and data sets.

4.2.2 Key Advantages of Hadoop

Refer Figure 4.9 for a quick look at the key advantages of Hadoop:

L

Stores data in its native format: Hadoop’s data storage framework (HDES - Hadoop Distributed
File System) can store dara in its native formar. There is no structure that is imposed while keying
in dara or storing data. HDEFS is pretty much schema-less. It is only later when the dara needs to be
processed that structure is imposed on the raw data.
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its “rich query language”, “fast in-place update”, etc. The chapter will cover the CRUD (Create, Read,

Update, and Delete) operations in detail.
To gain the maximum from the chapter, please attempt the Test Me exercises given at the end of the

chapter.

6.1 WHAT IS MONGODB?

MongoDB is

Cross-platform.

. Open source.

. Non-relational. -
Distributed. q
. NoSQL.

. Document-oriented data store.

OV DN

6.2 WHY MONGODB?

Few of the major challenges with traditional RDBMS are dealing with large volumes of data, rich variety of
data — particularly unstructured data, and meeting up to the scale needs of enterprise data. The need is fora
database that can scale out or scale horizontally to meet the scale requirements, has flexibility with respect to
schemay, is fault tolerant, is consistent and partition tolerant, and can be easily distributed over a multitude

of nodes in a cluster. Refer Figure 6.1.

6.2.1 Using Java Script Object Notation (JSON)

JSON is extremely expressive. MongoDB actually does not use JSON but BSON (pronounced Bee Son) - it
is Binary JSON. It is an open standard. It is used to store complex data structures.

3
o asoa e

“Fullindex su High performance

R e P e P £

8
» Fastin-place updates 4
| Rich query la - -

P

Replication

e e -

- e

High availability

Figure 6.1 Why MongoDB?
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Let us trace the journey from .csv to XML to JSON: Let us look at how daca i is stored in .csv file. Assume
that this dara is about the employees of an organization named “XYZ”. As can be seen below, the column

values are separated using commas and the rows are separated by a carriage returns,

John, Mathews, +123 4567 8900

Andrews, Symmonds, +456 7890 1234

Mable, Mathews, +789 1234 5678 .

This looks good! However let us make it slightly more legible by adding column heading.

FirstName, LastName, ContactNo
John, Mathews, +123 4567 8900
Andrews, Symmonds, +456 7890 1234
Mable, Mathews, +789 1234 5678

Now assume that few employees have more than one ContactNo. It can be neatly classified as OfficeContactNo
and HomeContactNo. But what if few employees have more than one OfficeContactNo and more than one

HomeContactNo? Ok, so this is the first issue we need to address.
Let us look at just another piece of data that you wish to store about the employees. You need to store

their email addresses as well. Here again we have the same issues, few employees have two email addresses,
few have three and there are a few employees with more than three email addresses as well.
As we come across these fields or columns, we realize that it gets messy with .csv. CSV are known to store

data well if it is flat and does not have repeating values.
The problem becomes even more complex when different departments maintain the details of their

employees. The formats of .csv (columns, etc.) could vastly differ and it will call for some efforts before we

can merge the files from the various departments to make a single file.
This problem can be solved by XML. But as the name suggests XML is highly extensible. It does not

just call for defining a data format, rather it defines how you define a data format. You may be prepared to
undertake this cumbersome task for highly complex and structured data; however, for simple data exchange

it might just be too much work.
Enter JSON! Let us look at how it reacts to the problem at hand.

{
FirstName: John,

LastName: Mathews,
ContactNo: [+123 4567 8900, +123 4444 5555]
}

{
FirstName: Andrews,

LastName: Symmonds,

ContactNo: [+456 7890 1234, +456 6666 7777]
}

{

FirstName Mable,

LastName: Mathews,

ContactNo: +789 1234 5678

}
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As you can see it is quite easy o read a JSON. There is absolutely no confusion now. One can have a list

of n contact numbers, and they can be stored with ease. '

JSON is very expressive. It provides the much needed ease to store and retrieve documents in their real
form. The binary form of JSON is BSON. BSON is an apen standard. In most cases it consumes les-s space
as compared to the text-based JSON. There is yet another advantage with BSON. It is much caswr.and
quicker to convert BSON to a programming language’s native data format. There are MongoDB drivers
available for a number of programming languages such as C, C++, Ruby, PHE, Python, C#, etc., and FaCh
works slightly differently. Using the basic binary format enables the native data structures to be built quickly

for each language without going through the hassle of first processing JSON.

6.2.2 Creating or Generating a Unique Key

Each JSON document should have a unique identifier. It is the _id key. It is similar to the primary key in
relational databases. This facilitates search for documents based on the unique identifier. An index is auto-
matically built on the unique identifier. It is your choice to either provide unique values yourself or have the

mongo shell generate the same.

0 1 2 3 4 5 6 7 8 9 |10 | 1

Timestamp Machine ID Process ID Counter

6.2.2.1 Database

It is a collection of collections. In other words, it is like a container for collections. It gets created the first
time that your collection makes a reference to it. This can also be created on demand. Each database gets its
own set of files on the file system. A single MongoDB server can house several databases.

6.2.2.2 Collection

A collection is analogous to a table of RDBMS. A collection is created on demand. It gets created the first
time that you attempt to save a document that references it. A collection exists within a single database.
A collection holds several MongoDB documents. A collection does not enforce a schema. This implies that
documents within a collection can have different fields. Even if the documents within a collection have same

fields, the order of the fields can be different.

2

6.2.2.3 Document

A d'oc.:ume:nt is analogous to a row/record/tuple in an RDBMS table. A document has a dynamic schema.
This un'phef that a document in a collection need not necessarily have the same set of fields/key-value pairs.
Shown in Figure 6.2 is a collection by the name “students” containing three documents.

6.2.3 Support for Dynamic Queries

MongoDB has extensive support for dynamic queries. This is in keeping with traditional RDBMS wherein
we have static data and fiynamw queries. CouchDB, another document-oriented, schema-less NoSQL data-
base and MongoDB’s biggest competitor, works on quite the reverse philosophy. It has support for dynamic
data and static queries.
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haillD:S RolliNo: 102,

" Age: 18,
ContactNo RollNo: 103,
EmaillD;S: Age: 19,

ContactNo: 0123456789,
) EmaillD:Sample@abc.com

)

< >

Collections e

Figure 6.2 A collection “students” containing 3 documents.

{
i

6.2.4 Storing Binary Data

MongoDB provides GridFS to support the storage of binary data. It can store up to 4 MB of data. This
usually suffices for photographs (such as a profile picture) or small audio clips. However, if one wishes to
store movie clips, MongoDB has another solution.

It stores the metadata (data about data along with the context information) in a collection called “file”.
It then breaks the data into small pieces called chunks and stores it in the “chunks” collection. This process
takes care about the need for easy scalability.

6.2.5 Replication

Why replication? It provides data redundancy and high availability. It helps to recover from hardware fail-
ure and service interruptions. In MongoDB, the replica set has a single primary and several secondaries.
Each write request from the client is directed to the primary. The primary logs all write requests into its
Oplog (operations log). The Oplog is then used by the secondary replica members to synchronize their
data. This way there is strict adherence to consistency. Refer Figure 6.3. The clients usually read from the
primary. However, the client can also specify a read preference that will then direct the read operations to

the secondary.

Replication

-~ Secondary

) ———— e

Secondary

Figure 6.3 The process of REPLICATION in MongoDB.
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Figure 6.4 The process of SHARDING in MongoDB.

6.2.6 Sharding
Sharding is akin to horizontal scaling. It means that the large daraset is divided and distributed over multi-
ple servers or shards. Fach shard is an independent database and collectively they would constitute a logical

database.
The prime advantages of sharding are as follows:

1. Sharding reduces the amount of data that each shard needs to store and manage. For example, if the
distribute this over four shards, each shard would house just

dataset was 1 TB in size and we were to
256 GB data. Refer Figure 6.4. As the cluster grows, the amount of data that each shard will store and

manage will decrease.
2. Sharding reduces the number of operations that each shard handles. For example, if we were 0 insert

data, the application needs to access only that shard which houses that data.

6.2.7 Updating Information In-Place

MongoDB updates the information in-place. This implies that it updates the

It does not allochte separate space and the indexes remain unaltered.
MongoDB is all for lazy-writes. It writes to the disk once every second. Reading and writing to disk is a
slow operation as compared to reading and writing from memory. The fewer the reads and writes that we
rform to the disk, the better is the performance. This makes MongoDB faster than its other competitors

pe
who write almost immediately to the disk. However, there is a tradeoff. MongoDB makes no guarantee that

data will be stored safely on the disk.
Guess Me
A. Who am I?

data wherever it is available.

I am blindingly fast

I am massively scalable

I am easy to use
I work with documents rather than rows

Introdu
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B. Who am I?

¢ I am not for everyone

* Iam good with complex data structures such as blog posts and comments
e I am good with analytics such as a real time google analytics

e I am comfortable with Linux, Mac OS, Solaris, and windows

£l

C. WboamI.”

* I have support for transactions
* I have static data
¢ T allow dynamic queries to be run on me

D. Who am I?

I am one of the biggest competitor for MongoDB
* I have dynamic data

* Only static queries can be run on me

¢ I am document-oriented too

Answers:
A. MongoDB
B. MongoDB
C. Traditional RDBMS
D. CouchDB

6.3 TERMS USEb IN RDBMS AND MONGODB

RDBMS MongoDB

Database - Database

Table - Collection

Record : Document

Columns Fields / Key Valu‘g pairs

Index Index

Joins Embedded documents

Primary Key Primary key (_id is a id.ent'i‘ﬁ:e.r_)m”

............................................. MySQLoracleMongoDB

Database Server MySqld Oracle Mongod
il e MySal SQL Plus Kool T
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6.3.1 Create Database

The syntax for creating database is as follows:
use DATABASE_Name

To create a database by the name “myDB” the syntax is
use myDB

> use myDB;
Ewitched to db myDB

To confirm the existence of your database, type the command at the MongoDB shell:
db

E db;

To get a list of all databases, type the below command:
show dbs
show dbs;
Edmin (empty)
ocal 0.078GB
test 0.078GB
P

Notice that the newly created database, “myDB” does not show up in the list above. The reason is that the
database needs to have at least one document to show up in the list.

The default database in MongoDB is test. If one does not create any database, all collections are by default
stored in the test database.

6.3.2 Drop Database

The syntax to drop database is as follows:
db.dropDatabase();

To drop the database, “myDB?, first ensure that you are currently placed in myDB database and then use
the db.dropDatabase() command to drop the database.

use myDB;
db.dropDatabase();

Confirm if the database “myDB” has been dropped.

db.dropDatabase();
[ “dropped” : "myDB", "ok" : 1 }

If no database is selected, the default database “test” is dropped.

6.4 DATA TYPES IN MONGODB

The following are various data types in MongoDB.




Integer
Boolean
Double
Min/Max keys
Arrays
Timestamp
Null

Date

Object ID
Binary data
Code

A few comman

Must be UTF-8 valid.
Most commonly used data type. *

Can be 32-bit or 64-bit (depends on the server).

To store a true/false value.

To store floating point (real values).
To compare a value against the lowest or highest BSON elements.

To store arrays or list or multiple values into one key.

To record when a document has been modified or added.

To store a NULL value. A NULL is a missing or unknown value.

To store the current date or time in Unix time format. One can create object of
date and pass day, month and year to it.

To store the document’s id.

To store binary data (images, binaries, etc.).

To store javascript code into the document.

To store regular expression.

ds wortb looking at are as follows (try them!!!).

> show

admin (empty)
local 078GB
myDB1 o 07868

>

To switch to a new database,

system. js
>

Tb dz.?l'ay tbe lnt of collemom (tab

ow
system .indexes

To display the current | version of the Mo

far mmple) WDBI"

les) in the current database:

ngvDB server:
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WHAT'S IN STORE? -

This chapter will cover another NoSQL database called “Cassandra”. We will explore the featu

res of
Cassandra that has made it so immensely popular. The chapter will cover the basic CRUD (Create, Read,
Update, and Delete) operations using cqlsh.

Please attempt the Test Me exercises given at the end of the chapter to practice, learn,

and comprehend
Cassandra effectively.

7.1 APACHE CASSANDRA - AN INTRODUCTION

We shall start this chapter with few points that a reader should know about Cassandra.

1. Apache Cassandra was born at Facebook. After Facebook open sourced the code in 2008, Cassandra

became an Apache Incubator project in 2009 and subsequently became a top-level Apache project in
2010.

2. It is built on Amazon’s dynamo and Google’s BigTable.

3. Cassandra does NOT compromise on availability. Since it does not have a master-slave a.rchi'tect.ure,
there is no question of single point of failure. This proves beneficial for business critical applications
that need to be up and running always and cannot afford to go down ever. -

4. Tt is highly scalable (it scales out), high performance distributed database. It distributes and manages

gigantic amount of data across commodity servers.

* Nosingle point.
. Offailure. 4

Peer to Peer

Elastic scalabiliff

Figure 7.1 Features of Cassandra.
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5. It is a column-oriented database designed to support peer-to-peer symmetric nodes instead of the
master-slave architecture. '

6. It has adherence to the Availability and Partition Tolerance properties of CAP theorem. It takes care of
consistency using BASE (Basically Available Soft State Eventual Consistency) approach.

Refer Figure 7.1. Few companies that have successfully deployed Cassandra and have benefitted immensely
from it are as follows:

Twitter
Nedix
Cisco
Adobe
eBay
Rackspace

LB o 8 1 2

7.2 FEATURES OF CASSANDRA

7.2.1 Peer-to-Peer Network

As with any other NoSQL database, Cassandra is designed to distribute and manage large data loads across
multiple nodes in a cluster constituted of commodity hardware. Cassandra does NOT have a master-slave
architecture which means that it does NOT have single point of failure. A node in Cassandra is structurally !
-identical to any other node. Refer Figure 7.2. In case a node fails or is taken offline, it definitely impacts the ]
throughput. However, it is a case of graceful degradation where everything does not come crashing at any
given instant owing to a node failure. One can still go about business as usual. It tides over the problem of -
failure by employing a peer-to-peer distributed system across homogeneous nodes. It ensures that data is
distributed across all nodes in the cluster. Each node exchanges information across the cluster every second.
Let us look at how a Cassandra node writes. Each write is written to the commit log sequentially. A write
is taken to be successful only if it is written to the commit log. Data is then indexed and pushed to an
in-memory structure called “Memtable”. When the in-memory data structure, “the Memtable”, is full, the
contents are flushed to “SSTable” (Sorted String) data file on the disk. The SSTable is immurable and is

3

Figure 7.2 Sample Cassandra cluster.
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| Tell me please!

“Andithis is what F knowl!! ¢

ke e T

:Hgy! This is what | know' ;
Figure 7.3 Gossip protocol.

append—only. It is stored on disk sequentially and is maintained for each Cassandra table. The partitioning

and replication of all writes are performed automatically across the cluster.

7.2.2 Gossip and Failure Detection

ring communication. It is a peer-to-peer communication protocol which

f location and state information with other nodes in the cluster. Refer
subtleties involved, but at its core it’s a simple and robust system.
f other nodes. For repairing unread data,

Gossip protocol is used for intra-
cases the discovery and sharing 0
Figure 7.3. Although there are quite 2 few

A node only has to send out the communication t0 4 subset o

Cassandra uses what's called an anti-entropy version of the gossip protocol.

7.2.3 Partitioner
on how to distribute data on the various nodes in a cluster. It also determines the

py of the data. Basically a partitioner is a hash function to compute
ps to identify a row uniquely.

A partitioner rakes a call
node on which to place the very first co
the token of the partition key. The partition key hel

7.2.4 Replication Factor

The replication factor determines the number of copies of data (repli
a cluster. If one wishes to store only one cOpy of each row on one node, they should set the replication factor
to one. However, if the need is for two copies of each row of data on tWo different nodes, one should go

with a replication factor of two. The replication factor should ideally be more than one and not more than
the number of nodes in the cluster. A replication stratcgy is employed to determine which nodes to place the
data on. Two replication strategies are available: i * -

cas) that will be stored across nodes in

1. SimpleStrategy-
2. NerworkToplogyStrategy-.

The preferred one is NetworkTopologyStrategy as it is simpl
centers, should there be a need.

¢ and supports €asy expansion to muliple data

7.2.5 Anti-Entropy and Read Repair

A cluster is made up of several nodes. Since the cluster

failure. In order to achieve fault olerance, a given piec

is constituted of commodity hardware, it is prone to
e of data is replicated on one or more nodes. A client
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